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Environmental Conditions

Bill Tschudi, PE
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• ASHRAE - consensus 
between IT equipment 
manufacturers and HVAC 
professionals on 
appropriate temperature 
and humidity conditions

• Recommended and 
allowable ranges of temp 
and humidity

• Standard reporting of 
requirements

Environmental conditions
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Design conditions - at inlet to IT equipment

© 2005, American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. (www.ashrae.org). Reprinted by permission from 

ASHRAE Design Considerations for Data and Communications Equipment Centers. This material may not be copied nor distributed in either 

paper or digital form without ASHRAE’s permission.
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Design conditions at the inlet to IT 

equipment: recently revised by ASHRAE
2004 Version 2008 Version

Low End Temperature 20 C (68 F) 18 C (64.4 F)

High End Temperature 25 C (77 F) 27 C (80.6 F)

Low End Moisture 40% Relative Humidity 5.5 C Dew Point (41.9 F)

High End Moisture 55% Relative Humidity 60% Relative Humidity & 15 C 

Dew Point 

(59 F Dew Point)
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ASHRAE Thermal Report

From ASHRAE’s Thermal Guidelines for Data Processing Environments
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New CL 1 and 2

Recommended Range

Design conditions at the inlet to IT equipment

Dry

Wet

HotCold
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Example server specification:

(Dell PowerVault MD3000)
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Example server specification: 

Supermicro SYS-6015T
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New CL 1 and 2

Recommended Range

Server specs exceed ASHRAE ranges

Typical Server Specification

HotCold

Dry

Wet
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Microsoft’s data center in a tent
―Inside the tent, we had five HP 
DL585s running Sandra from 
November 2007 to June 2008 and 
we had ZERO failures or 100% 
uptime. In the meantime, there 
have been a few anecdotal 
incidents:

– Water dripped from the tent 
onto the rack. The server 
continued to run without 
incident. 

– A windstorm blew a section of 
the fence onto the rack. Again, 
the servers continued to run. 

– An itinerant leaf was sucked 
onto the server fascia. The 
server still ran without 
incident.‖ 

http://www.datacenterknowledge.com/archives/
2008/09/22/new-from-microsoft-data-centers-in-
tents/

http://www.datacenterknowledge.com/archives/2008/09/22/new-from-microsoft-data-centers-in-tents/
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And from Intel a side-by-side comparison

Intel conducted a 10-month test to 
evaluate the impact of using only 
outside air to cool a high-density data 
center, even as temperatures ranged 
between 64 and 92 degrees and the 
servers were covered with dust.

– Intel’s result: ―We observed no 
consistent increase in server 
failure rates as a result of the 
greater variation in temperature 
and humidity, and the decrease 
in air quality. This suggests that 
existing assumptions about the 
need to closely regulate these 
factors bear further scrutiny.‖

See http://www.datacenterknowledge.com/archives/2008/09/18/intel-servers-do-fine-with-outside-air/

http://www.datacenterknowledge.com/archives/2008/09/18/intel-servers-do-fine-with-outside-air/
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Lower humidity recommendation
Concern is electrostatic discharge (ESD)

– Recommended mitigation procedures

• Personnel grounding

• Cable grounding

– Recommended equipment

• Grounding wrist straps on racks

• Grounded plate for cables

• Grounded flooring

• Servers rated for ESD resistance

– Industry practices

• Telecom industry has no lower limit

• The Electrostatic Discharge Association has removed 
humidity control as a primary ESD control measure in 
their ESD/ANSI S20.20 standard
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Lower humidity limit

• Tight humidity control is a legacy issue from days when 

paper products and tape were widely used

• Humidity controls are a point of failure and are hard to 

maintain

• Many data centers today operate without humidification or 

with malfunctioning humidity control

• Humidity control, if desired, should be provided through 

make-up air only

• More research is needed

• Humidity may be required for some physical media (tape 

storage, printing ,etc.)

– Old technology requiring humidification is not found in 

many data centers

– It is best to segregate these items rather than humidify 

the entire data center
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Many data centers have no humidification 

controls and operate successfully

Many different organizations including:

– Banks

– Medical service providers

– Server manufacturers

– Software firms

– Colocation facilities

– Major chip manufacturer

– Supercomputer facilities

– Animation studios
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High humidity recommendation
Concern is over condensation and circuit bridging

• Some contaminants (hydroscopic salts) in high 
concentrations in combination with high 
humidity can deposit and bridge across circuits 
over time, causing current leakage or shorts.

• Unless you operate with very high humidity 
(≥80%) in a contaminated environment for long 
periods of time this phenomenon should not be 
a problem.

• Do you tightly control humidity for your home 
computer?

• More research is needed to determine if there is 
a basis for concern.
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Environmental conditions take aways

• Use the entire ASHRAE recommended range in 
data center operation.
– Provide the warmest supply temperatures that satisfy 

the equipment inlet conditions.

– Control to the widest humidity range. 

• Humidification does not protect against ESD, 
consider grounding and personnel practices in 
lieu of humidification.

• There is published scientific evidence that high 
humidity in combination with hydorscopic salts 
causes equipment problems

• Isolate equipment that needs tighter humidity or 
temperature control.
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Air System Design
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Air system design overview
• Data center layout

• Airflow configurations
– Distribution: overhead or underfloor

– Control: constant or variable volume

• Air management issues
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Data center layout
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Underfloor supply

© 2004, American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. (www.ashrae.org). Reprinted by permission from 

ASHRAE Thermal Guidelines for Data Processing Environments. This material may not be copied nor distributed in either paper or digital form 

without ASHRAE’s permission.

Cold Aisle

Hot Aisle

Only 1 pressure 

zone for UF!

Underfloor Supply
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Prepared by DLB 

Associates

23

Figure 5.3 – Example Data Center with VOH Cooling Architecture 

Vertical overhead (VOH) air distribution
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Overhead supply

© 2004, American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. (www.ashrae.org). Reprinted by permission from 

ASHRAE Thermal Guidelines for Data Processing Environments. This material may not be copied nor distributed in either paper or digital form 

without ASHRAE’s permission.

Cold Aisle

Hot Aisle

You can 

incorporate VAV 

on each branch

Overhead Supply
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Elevation at a cold aisle looking at racks

Typical temperature profile with under floor supply

Too hot Too hot

Just right

Too cold

There are numerous references in ASHRAE.  See for example V. Sorell et al; “Comparison of 

Overhead and Underfloor Air Delivery Systems in a Data Center Environment Using CFD 

Modeling”; ASHRAE Symposium Paper DE-05-11-5; 2005
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Elevation at a cold aisle looking at racks

Too warm Too warm

Just right

Typical temperature profile with overhead supply
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Overhead  vs. underfloor 

Issue Overhead (OH) Supply Underfloor (UF) Supply

Capacity Limited by space and aisle velocity. Limited by free area of floor tiles.

Balancing Continuous on both outlet and branch. Usually limited to incremental changes by 

diffuser type.  Some tiles have balancing 

dampers.  Also underfloor velocities can 

starve floor grilles!

Control Up to one pressure zone by branch. Only one pressure zone per floor, can 

provide multiple temperature zones.

Temperature 

Control

Most uniform. Commonly cold at bottom and hot at top.

First Cost Best (if you eliminate the floor). Generally worse.

Energy Cost Best. Worst.

Flexibility Harder to reconfigure Easiest

Aisle Capping Hot or cold aisle possible. Hot or cold aisle possible.
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Airflow design disjoint

• IT departments select servers and racks –

having airflow and cooling requirements

• Engineers size the facility fans and cooling 

capacity

• What’s missing

in this picture?
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What happens when the HVAC systems have 

less airflow than the servers?

• Hot spots

• Higher hot aisle 

temperature

• Possible equipment 

failure or degradation

ServersSupplyHVAC VV _
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• Least hot spots

• Higher air velocities

• Higher fan energy

• Reduced economizer 

effectiveness (due to 

lower return 

temperatures)

ServersSupplyHVAC VV _

What happens when the HVAC systems have 

more airflow than the servers?
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• Partial flow condition

• Best energy 

performance but tricky 

to control

• Works best with aisle 

containment

ServersSupplyHVAC VV _

In a perfect world, variable supply and server 

fans…
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How do you balance airflow?

• Spreadsheet

• CFD

• Monitoring, infrared 

thermography or other 

site measurements

• Using aisle containment

CFD image from TileFlow 

http://www.inres.com/Products/TileFlow/tileflow.html, 

Used with permission from Innovative Research, Inc. 

Infrared thermographic image from LBNL
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Wireless Sensor Network

• Wireless sensor network

• ―Self-organizing‖ nodes

• 802.15.4 (not 802.11)

• Multi-hop routing

• Non-invasive installation

• 2 internal & 6 external 
sensors per node

• Can measure temp., 
humidity, pressure, 
current, liquid flow, 
liquid presence & 
particle count.

• Low cost(10%-20% of 
standard DDC costs)

Image: SynapSense
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real time visualization

34

This is a dynamic picture and tracks progress when making retrofits
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Case study

27 low flow tiles removed

OH supply to UF

30 high flow tiles replaced
with low flow tiles

CRAC unit PM
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Case study results (so far)

• 7% increase (~30kW) in IT load with 8% less fan 
energy

• CRAC unit setpoints 3°F warmer

• Fewer hot spots

• (1) 15 ton unit turned off

• (1) extra 15 ton unit on-line but redundant

• The wireless sensor network enabled facilities 
to visualize, track and fine tune many changes 
in the data center including tuning of the floor 
tiles
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Isolating hot or cold aisles

• Energy intensive IT equipment needs good 

isolation of ―cold‖ inlet and ―hot‖ discharge.

• Supply airflow can be reduced if no mixing 

occurs.

• Overall temperature can be raised in the data 

center if air is delivered to equipment without 

mixing.

• Cooling systems and economizers use less energy 

with warmer return air temperatures.

• Cooling coil capacity increases with warmer air 

temperatures.
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Cold aisle containment, underfloor supply

95-100º

70-75º

With cold aisle containment, the general data center is hot 95-100F 
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© 2004, American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. (www.ashrae.org). Reprinted by permission from 

ASHRAE Thermal Guidelines for Data Processing Environments. This material may not be copied nor distributed in either paper or digital form 

without ASHRAE’s permission.

Cold Aisle Caps

Cold Aisle

Hot Aisle

Cold aisle containment, overhead supply
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Hot aisle containment with in row cooling

End cap

Hot aisle lid

© APC reprinted with permission

Rack

In row fan-coil

With hot aisle containment, the general data center is neutral (70-75F)
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Hot and cold isolation the frugal way

Hard partition or 
strip curtain

Rack Rack

Dropped ceiling

AHU 
or 
CRAC

Return duct
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LBNL air management demonstration

If mixing of cold supply air with 

hot return air can be eliminated-

fan speed can be reduced. 

Fan Energy Savings ~ 75%
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LBNL air management demonstration

Cold Aisle NW - PGE12813
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Better airflow management permits warmer supply temperatures!
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Cold and hot isolation review

• Can be retrofit.

• Either hot or cold aisle containments work.

• Hot aisle (or in-rack containment) will make 

the general data center more comfortable.

• You have to think about fire protection with 

containment (sprinkler and FM200).

• Isolation of hot and cold is more important than 

the type of supply (overhead or underfloor).
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Best practices for air delivery 

• Arrange racks in hot aisle/cold aisle configuration.

• Plug leaks in floor and racks

• Try to match or exceed server airflow by aisle.
– Get thermal report data from IT if possible.

– Plan for worst case.

• Get variable speed or two speed fans on servers if possible.

• Provide variable airflow fans for CRAC/H or AHU supply.

• Consider using air handlers rather than CRAHs for improved 
performance (and ability to use outside air).

• Provide hot and cold isolation.

• Draw hot air return from as high as possible.

• Consider CFD or other visualization techniques to inform the 
design.
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Free Cooling
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Free cooling overview

Air side economizers
• The potential energy savings of 

air-side economizers in the 16 
ASHRAE climates 

• The relationship of humidification 
and air-side economizers 

• Challenges to implementing air-
side economizers 

• A combined air-side economizer 
with direct evaporative cooling 
(an emerging technology) 

• Non-energy benefits of air-side 
economizers 

Water side economizers
• The potential energy savings of 

water-side economizers

• Challenges to implementing 
water-side economizers 

• Non-energy benefits of water-side 
economizers 



Slide 48

Prepared by DLB 

Associates

Air-side economizers



Slide 49

Air-side economizer

95F

Min. Vent

90F

75F

T

T

T

Modulating

VS RELIEF FAN
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Air-side economizer

T

T 90F

T

Closed 75F

65F

Closed

VS RELIEF FAN
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Air-side economizer

T

T 90F

T35F

Closed 75F

VS RELIEF FAN
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Air-side economizer savings: no humidification and 

code minimum water-cooled chilled water plant

SF 37% savings!
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Air-side economizer savings: with humidification and 
code minimum water-cooled chilled water plant

SF 52% increase!

Denver 188% increase!

These results are based on humidifying to the middle of the old ASHRAE “recommended” envelope ~51F tdp
The new “recommended” lower limit is 41.9°F tdp
The excess energy shown here is the result of using a standard economizer high-limit switch.  
Adding a minimum OSA dew-point switch would fix the problem.
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What about contamination?  

“My center must be closed.”

Fine Particulate Matter
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Outdoor Measurments

Fine Particulate Matter

0

20

40

60

80

100

120

140

160

12:00

PM

6:00

PM

12:00

AM

6:00

AM

12:00

PM

6:00

PM

12:00

AM

6:00

AM

12:00

PM

6:00

PM

12:00

AM

6:00

AM

12:00

PM

6:00

PM

12:00

AM

6:00

AM

12:00

PM

6:00

PM

12:00

AM

P
a
rt

ic
le

 C
o

n
c
. 

(
g

/m
3
) LBNL

NERSC

Center 3

Center 4

Center 5

Center 6

Center 7

Center 8

Outdoor measurements

IBM Standard

EPA Annual Health Standard

EPA 24-Hour Health Standard

and ASHRAE Standard



Slide 56

Indoor Measurments 

Fine Particulate Matter
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Indoor measurements

Indoor Measurments 

Fine Particulate Matter
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Center 8

w/economizer
0.3-5 Particulate Matter
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Wet-bulb air economizer review

• Advantages

– Extends hours of free 

cooling

– Provides non-compressor 

cooling

– Provides minimum 

humidification (if you 

care)

– No outside air introduced 

(if you worry about that)

– Increases reliability by 

providing a redundant non-

compressor 

• Disadvantages

– Capital cost 

– Increased fan energy

– Spatial requirements
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Air-side economizer summary

• Can improve the reliability of the plant

• Generally improves indoor air quality

• Humidity control can negate savings

– If used, lock out the economizers when the OSA is below the 
humidity control dewpoint temperature setpoint 

• Particulates shouldn’t be an issue better filtration could be 
provided for added assurance (MERV 13 or higher)

• Work best with high return temperatures (aisle containment)

• Consider a direct evaporative stage to increase the hours of free 
cooling

• Consider controls to prevent smoke from outside being pulled into 
the data center (e.g. grass fire)
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Water Side Economizers

What’s Missing from this Picture?
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Free cooling

•Use cooling towers 

and heat exchanger 

to produce chilled 

water

•Turn off chiller
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Prepared by DLB 

Associates

Water-Side Economizers

indirect water-side economizer
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Heat Exchanger in 

series with chillers 

on CHW side

Integrated water-side economizer

You can use either 

a control valve or 

pump

44F 60F

Twb 41F

46F

49F

44F

44F

<60F
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Example water side economizer savings

• Example based on 200,000 sf office  building 

with ~ 110 tons of data center load.

• Location Pleasanton CA (ASHRAE Climate 3B)

• (2) 315 ton chillers (630 tons total).

• Building has air-side economizer.

• Data center has CRAH units.

• Water-side economizer on central plant with HX 

(integrated, see previous slide)
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Example water side economizer savings

~30%
~24%

~48%

~2%
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Chilled water plant in Santa Clara, CA

Cooling Tower

CWS

What’s Missing from this Picture?

A heat exchanger, pipe and 
two pumps
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Implementing water economizers

• Put the HX on the plant CHW return line in 

series NOT in parallel with the chillers 

• You need head pressure controls for chillers 

and other water-cooled equipment

• Works best with CHW reset (the warmer the 

better)

• Works best if you design coils for high Delta-T

• Consider oversizing towers

• Design towers for low flow 
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Non-energy advantages of water side 

economizers

• Redundancy

• Limited ride-through if chillers trip

• Utilizes redundant towers
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Free cooling take aways

• Air- and water economizers can save significant 

energy if properly designed and controlled.

• Air- economizers can increase energy usage if 

you have humidity controls.

• Air-economizers do increase particulates but 

these can be addressed with standard filtration.

• Water economizers should be integrated by 

installing free cooling heat exchanger in series 

with the chillers.

• Many utilities offer rebates for economizer 

systems.
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Liquid Cooling Systems
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Outline

• Why liquid cool

• Liquid cooling options

– Rack and row cooling

– On board cooling

• Energy Benefits

• Interface with free cooling
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Air cooling issues

• Limitations on the data densities served 

• Air delivery limitations

• Real estate 

• Working conditions
– Hot aisles are (should be) uncomfortably hot

• Costly infrastructure

• High energy costs

• Management over time

• Reliability
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Why liquid cooling?

Heat Capacity of this much air

=

Heat Capacity of this much water



Slide 75

Fans move energy less efficiently
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In rack liquid cooling

However, some of 

these solutions might 

present challenges to 

redundancy and 

increase maintenance

Close coupling between 

cooling source and 

server
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In rack liquid cooling -
Racks with integral coils
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Rear door cooling
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On board cooling
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Comparison of conventional cooling to 

liquid cooling – 1,000 kW data center load

Cooling 

Towers and 

Pumps 

Chiller Chilled 

Water 

Pumps 

Fans Other Total Power 

(kW)

% SAVINGS

Traditional System -

45 Deg F Chilled 

Water 

70 500 50 150 n/a 770 N/A

Liquid Cooled with 

Fans in the Rack - 55 

Deg F Chilled Water

70 425 50 100 n/a 645 16%

Liquid Cooled without 

fans in the rack - 55 

Deg F Chilled Water

70 425 50 0 n/a 545 29%

Liquid Cooled directly 

couple with CPU - 70 

to 80 deg F Chilled 

Water

70 0 50 0 Room A/C -

245

365 53%
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Liquid cooling take aways

• Liquid has greater heat removal capacity

• Pumps use less energy than fans to remove the same 

amount of heat

• Coupling heat removal to the source eliminates mixing

• A wide variety of commercially available liquid 

solutions are available

• The potential for energy savings is large

• Redundancy is a challenge for some liquid cooling 

technologies

• Water side free cooling can provide cooling with 

reduced chiller operation for much of the year
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Central Chilled Water Plants
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Central plant overview

• Most chilled water plants are sub-optimal yet 

run 24x7

• Efficiency issues are well understood

• Resources are available (e.g. ASHRAE)

• Air- VS Water-Cooled Chillers

• Best Practices
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Variable flow
Primary-only, Multiple Chillers

• Advantages

– Low installed cost.

– Low energy cost.

• Disadvantages

– More complex controls.

– Can lose chillers if you 

don’t stage them 

correctly.
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Variable flow
Primary/Secondary, Multiple Chillers and Coils

• Advantages
– Simpler controls.

– Easier to keep chillers on-
line.

• Disadvantages
– Higher installed cost.

– Higher pumping energy.

– Higher chiller energy as 
you have to stage the 
chillers on flow not load.

• Mitigation
– Stage chillers by flow.

– Put check valve in common 
leg.
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Variable flow
Primary/Secondary with thermal energy storage

• Advantages
– No chiller staging problems

– Peak shaving

– Back up data center & 
chillers

– Fire protection water 
source

– Secondary source for 
cooling towers

• Disadvantages
– Installed cost

– Space
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Primary-only vs. Primary/Secondary

• Use primary-only systems for:

– Plants with many chillers (more than three) and with 

fairly high base loads where the need for bypass is 

minimal or nil and flow fluctuations during staging 

are small due to the large number of chillers; and 

– Plants where design engineers and future on-site 

operators understand the complexity of the controls 

and the need to maintain them.

• Otherwise use primary-secondary

• Consider Primary-secondary with thermal 

energy storage
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Prepared by DLB 

Associates

Sample Chiller Efficiency as a Function of Leaving Chilled Water Temperature

(with Chilled Water Differential Temperature held Constant)
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Prepared by DLB 

Associates

Part-Load Centrifugal Chiller Efficiency Comparison - 

with and without Variable Frequency Drive
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Prepared by DLB 

Associates

Water-Cooled Chillers Efficiency

 Water cooled chillers are significantly more efficient than air cooled, 

especially centrifugal variable speed chillers at low loads (Chiller 4).  

 Variable or primary-secondary controls are recommended.
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Primary pump options

Dedicated Pumping Advantages:

• Less control complexity

• Custom pump heads w/ unmatched 

chillers

• Usually less expensive 

Headered Pumping Advantages:

• Better redundancy

• Valves can “soft load” chillers with primary-only

systems

• Easier to incorporate stand-by pump
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Tower fan control

• One-speed control is almost never the optimum strategy regardless 
of size, weather, or application

• Two-speed 1800/900 rpm motors typically best life cycle costs at 
mid-1990 VSD costs, but… 

• VSDs may be best choice anyway

– Costs continue to fall

– Soft start reduces belt wear

– Lower noise

– Control savings for DDC systems (network card options)

– More precise control 

• Pony motors are more expensive than two-speed but offer 
redundancy

• Multiple cell towers should have speed modulation on at least 2/3 
of cells (required by ASHRAE 90.1)
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Tower efficiency guidelines

• Use Propeller Fans 
– Avoid centrifugal except where high static needed 

or where low-profile is needed and no prop-fan 
options available.

– Consider low-noise propeller blade option and high 
efficiency tower where low sound power is 
required.

• For data centers and other 24/7 facilities, 
evaluate oversizing to 80 gpm/hp at 95 F to 
85 F @ 75 F WB
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Type of HVAC system, all climates
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Where to learn more

• CoolTools Design Guide

– http://taylor-

engineering.com/publications/design_guides.shtml

http://taylor-engineering.com/publications/design_guides.shtml
http://taylor-engineering.com/publications/design_guides.shtml
http://taylor-engineering.com/publications/design_guides.shtml
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Chilled water plant best practices

• Use 2-way valves on all loads.

• Use oversized headers to balance loads and consider a 

loop type distribution system.

• Consider primary-only unless you have a chilled water 

storage tank (which is piped in the common leg).

• Use water-cooled chillers where possible.

• Consider chilled water storage for make-up water, peak 

shavings and ride-through in chiller staging.

• Put VSDs on everything (pumps, fans and chillers).
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Data Center Controls
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Control issues

• Temperature Control

• Humidity Control

• Airflow Control

• Feedback and Diagnostics

• IT Integration

• Others
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Temperature control

• Design Conditions
– Maintain inlet conditions at servers between 64°F and 80°F.

• 59°F to 90°F allowable.

• At ~77°F two speed and variable speed server fans speed up (using 
more IT fan energy).

• Best practice
– Provide feedback from racks.

• Hardwired or wireless EMCS sensors.

• Network data exchange with server on-board sensors.

– Reset supply temperatures upward to keep most demanding 
rack satisfied (but below 77F).

– Can have local temperature zones with distributed 
CRAC/CRAH/AH units.
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Novel control strategies

• Control of computer room air 
handlers using wireless temperature 
sensors

• Control of computer room air 
handlers using temperature sensors 
inside the IT equipment
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Humidity control

• Avoid if at all possible
– High humidity is usually limited by cooling coil dew-point 

temperature.

– Low humidity limit is not well supported (see previous slides).

• If you decide to humidify, do all of the 
following:
– Use high quality dew-point sensors located in the data center 

floor (Vaisala see NBCIP report: 
http://www.buildingcontrols.org/publications.html).

– Use adiabatic (not steam or infrared) humidifiers.

• Direct Evaporative Media.

• Ultrasonic (but note that DI or RO water is required)

– Best to provide on MUA unit.

– Control all humidifiers together if distributed.
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Example survey of CRACs

T em p R H T d p T em p R H T d p M o d e

AC  005 84 .0        27 .5        47 .0        76 32 .0        44 .1        C oo ling

AC  006 81 .8        28 .5        46 .1        55 51 .0        37 .2        C oo ling  &  D ehum id if ica tion

AC  007 72 .8        38 .5        46 .1        70 47 .0        48 .9        C oo ling

AC  008 80 .0        31 .5        47 .2        74 43 .0        50 .2        C oo ling  &  H um id if ica tion

AC  010 77 .5        32 .8        46 .1        68 45 .0        45 .9        C oo ling

AC  011 78 .9        31 .4        46 .1        70 43 .0        46 .6        C oo ling  &  H um id if ica tion

M in 72 .8        27 .5        46 .1        55 .0        32 .0        37 .2        

M ax 84 .0        38 .5        47 .2        76 .0        51 .0        50 .2        

Av g 79 .2        31 .7        46 .4        68 .8        43 .5        45 .5        

V isa lia  P ro b e C R AC  U n it P an e lVaisala
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Airflow controls underfloor

• All supply fans controlled to same speed. 

• Set speed to maintain differential pressure 

setpoint under floor (can use multiple sensors).

• Reset differential pressure setpoint by highest 

rack temperature (slow acting loop).
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Reset of floor pressure to satisfy racks

Tate Perf. Tile Flows vs Pressure
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Control sensors underfloor

© 2004, American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. (www.ashrae.org). Reprinted by permission from 

ASHRAE Thermal Guidelines for Data Processing Environments. This material may not be copied nor distributed in either paper or digital form 

without ASHRAE’s permission.

Cold Aisle

Hot Aisle

P

Locate one (or more) pressure sensors

in a box(es) under the floor.  Locate

holes in box to avoid drafts on sensor tip

T

Locate one (or more) temperature 

sensors towards the top of the racks

Underfloor Supply
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Airflow controls overhead

• All headered supply fans controlled to same 

speed 

• Set speed to maintain pressure in supply header

• Control dampers to maintain racks at 

temperature

• Reset pressure setpoint to keep most open 

damper at or near fully open
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Control sensors overhead

© 2004, American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. (www.ashrae.org). Reprinted by permission from 

ASHRAE Thermal Guidelines for Data Processing Environments. This material may not be copied nor distributed in either paper or digital form 

without ASHRAE’s permission.

Overhead Supply

Cold Aisle

Hot Aisle

P

Pressure sensor in 

supply duct main

T

Locate one (or more) temperature 

sensors towards the top of the racks (and 

at bottom for overhead supply)

Reset pressure to 

keep one damper 

near fully open
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Control sensors with cold aisle containment

© 2004, American Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc. (www.ashrae.org). Reprinted by permission from 

ASHRAE Thermal Guidelines for Data Processing Environments. This material may not be copied nor distributed in either paper or digital form 

without ASHRAE’s permission.

Cold Aisle

Hot Aisle

P

Locate one (or more) pressure sensors

in the containment area

T

Locate one (or more) temperature 

sensors towards the top of the racks

Underfloor Supply P
T
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Best practice controls

• Use high quality sensors (not the ones that come with 
the CRAC/H units!).

• Temperature sensors should be located in the supply air 
stream not the return

• If used, locate the humidity sensor in the data center 
floor (not in the unit return).

• Reset temp and pressure by demand at racks.

• Avoid humidity controls if possible, if necessary provide 
it on MUA unit.

• Provide CRAC/H or AHUs with variable speed fans and 
control all fans in parallel to same speed.

• Used advanced whole system metrics to track system 
performance.

• Commission the controls thoroughly.
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Electrical Systems Efficiency

Bill Tschudi, PE
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Electrical systems efficiency

• Electrical distribution systems

• Lighting

• Standby generation

• On-site generation
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Root causes of electrical system inefficiency
• Physical infrastructure is typically OVERSIZED for 

most of its life

• Power requirements are initially greatly OVERSTATED

• Legacy INEFFICIENT equipment is incorporated

• IT equipment is on and not doing anything

• Multiple POWER CONVERSIONS – each conversion 

loses some power and creates heat

• Power conversion efficiency is not optimized
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Electrical distribution 101

• Every power conversion (AC-DC, DC-AC, 

AC-AC) loses some power and creates 

heat

• Distributing higher voltage is more 

efficient and saves capital cost (wire size 

is smaller)

• Uninterruptible power supplies (UPS’s) 

efficiency varies

• Power supplies in IT equipment efficiency 

varies
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local distribution lines

to the building, 480 V

HVAC system

lights, office space, etc.

UPS PDU computer racks

backup diesel 

generators

Electricity Flows in Data CentersElectricity Flows in Data Centers

computer

equipment

uninterruptible 

load

UPS = Uninterruptible Power Supply

PDU = Power Distribution Unit;
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Inverter

In Out

Bypass

Battery/Charger
Rectifier

Inverter

In Out

Bypass

Battery/Charger
Rectifier

Internal Drive

External Drive

I/O

Memory Controller

Processor

SDRAM

Graphics Controller

DC/DCAC/DC

DC/DC

AC/DC Multi output

Power Supply 

Voltage Regulator Modules 

5V

12V

3.3V

12V 1.5/2.
5V

1.1V-
1.85V

3.3V

3.3V

12V

PWM/PFC
Switcher

Unregulated DC
To Multi Output 
Regulated DC 

Voltages

Internal Drive

External Drive

I/O

Memory Controller

Processor

SDRAM

Graphics Controller

DC/DCAC/DC

DC/DC

AC/DC Multi output

Power Supply 

Voltage Regulator Modules 

5V

12V

3.3V

12V 1.5/2.
5V

1.1V-
1.85V

3.3V

3.3V

12V

PWM/PFC
Switcher

Unregulated DC
To Multi Output 
Regulated DC 

Voltages

From utility power to the chip -multiple 

electrical power conversions

Power Distribution Unit (PDU)

ServerUninterruptible Power Supply (UPS)

AC DC AC DC
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Measured power supply efficiency

Typical operation
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UPS factory measurements

Typical Operation
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Electrical power conversion efficiency 

varies

45%

50%
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Flywheel UPS

Double-Conversion UPS

Delta-Conversion UPS

(tested using linear loads)
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LBNL DC power demonstration

DC/ACAC/DC480 VAC

Bulk Power

Supply

UPS PDU

AC/DC DC/DC VRM

VRM

VRM

VRM

VRM

VRM

12 V

Loads

using

Legacy

Voltages

Loads

using

Silicon

Voltages

12 V

5 V

3.3 V

1.2 V

1.8 V

0.8 VServer

PSU

“Today’s” AC distribution

480 V AC 

building 

power supply
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AC/

DC

480 VAC

Bulk 

Power 

Supply
DC UPS

or 

Rectifier

DC/

DC
VRM

VRM

VRM

VRM

VRM

VRM

12 V

Loads 

using 

Legacy 

Voltages

Loads 

using 

Silicon 

Voltages

12 V

5 V

3.3 V

1.2 V

1.8 V

0.8 V
Server

PSU

380 VDC

Facility-Level DC Distribution

Eliminates several stages of power conversion.

DC power distribution
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7-7.3% measured 

improvement

DC/ACAC/DC480 VAC

Bulk Power

Supply

UPS PDU

AC/DC DC/DC VRM

VRM

VRM

VRM

VRM

VRM

12 V

Loads

using

Legacy

Voltages

Loads

using

Silicon

Voltages

12 V

5 V

3.3 V

1.2 V

1.8 V

0.8 VServer

PSU

AC/DC480 VAC

Bulk Power

Supply

DC UPS

or

Rectifier

DC/DC VRM

VRM

VRM

VRM

VRM

VRM

12 V

Loads

using

Legacy

Voltages

Loads

using

Silicon

Voltages

12 V

5 V

3.3 V

1.2 V

1.8 V

0.8 V
Server

PSU

380 VDC

2-5% measured 

improvement

Rotary UPS

AC system loss compared to DC
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Rack-level DC distribution
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Other benefits of 380 V. DC distribution

• Easy to tie in renewable sources

• Direct use in variable speed drives

• Use of DC lighting

• Minimize power quality issues 

• Reduced HVAC 

• Less capital cost

• Potential for world wide standard
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DC demonstration
Video available through 

LBL website
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Redundancy

• Understand what redundancy costs –

is it worth it?

• Different strategies have different energy 

penalties  (e.g. 2N vs. N+1)

• Its possible to more fully load UPS 

systems and achieve desired redundancy

• Redundancy in electrical distribution 

always puts you down the efficiency curve

• Consider other options
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Electrical systems sizing
• IT Design Load typically was historically based on IT 

Nameplate plus future growth

Problem – actual IT loads are <25% of nameplate

• IT load was determined on a Watts/sf basis

Problem –IT loads are now concentrated

• UPS systems are sized for IT load plus 20-50%

Problem – load was already oversized by factor of 4

• Standby generators are sized for UPS load x2 or more

Problem – block heaters 
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 Standby generators

– Oversized

– Redundancy  exceeds  N+1

– Excessive block heater loads

 Transformers

– Oversized           

– Inefficient – higher losses

 UPS 

- Low load capacity due To

- Oversizing

- Multi-Stage redundancy  2 (N+) 

- Inefficient UPS topology

- Low input power factor

- High input current THD

Infrastructure inefficiency
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 PDU

- Excessive use of PDUs.  4 – 6 X IT designed load

- Inefficient transformers

 IT

- Sizing of IT load is based on nameplate + 

growth 

- IT  low power factor

- IT high current harmonic THD

- Low utilization

 Lights

- Unused floor space

- Use of inefficient lights

- No lighting Controls

Infrastructure inefficiency
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UPS sizing and loading can significantly affect 

UPS efficiency:  

• Maximize UPS load capacity

• Specify UPS system that has higher    

efficiency at 10 – 40% load capacity 

• Specify efficient UPS topology

• Consider modular UPS (an option to  

maximize UPS load capacity)

Managing UPS efficiency:
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Managing UPS load capacity

Example: 10% difference in UPS efficiency per 1000 kW IT load 

results in approximately 900 MWhr of Energy saving per year and 

approx $400K of energy saving over 5 years.

74.0%

76.0%

78.0%

80.0%

82.0%

84.0%

86.0%

88.0%

90.0%

92.0%

94.0%

96.0%

98.0%

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Double Conversion UPS Delta Coversion UPS Rotary UPS Flywheel UPS

Most UPS units in N or 

N+X configuration 

operate at 10% to 40% 

load capacity
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• Specify high efficiency transformers 

• Install low voltage (LV) transformers 

outside the raised floor area

• Reduce number of PDUs (with built-in 

transformer) inside the data center 

Transformers and PDUs
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Typical 112.5kVA nonlinear UL listed transformer

Significant variation in efficiency over load range
Courtesy of PowerSmiths



Slide 134

45kVA Efficiency Comparisons vs. Field Data & TP-1
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High performance vs. TP1 (EPACT 2005) transformer

ESAVER C3L -> Light Load optimized,  C3H -> Heavy Load optimized

Courtesy of PowerSmiths
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Data center lighting
• Lights are on and nobody’s home

– Switch off lights in unused/unoccupied areas or rooms (UPS, 
Battery, S/Gear, etc)

– Lighting controls such as occupancy sensors are well proven 

• Small relative benefit but easy to accomplish –

also saves HVAC energy 

• Use energy efficient lights -Replace older 
coil/core Ballasts type with new efficient 
electronic ones

• Lights should be located over the aisles

• DC lighting would compliment DC distribution
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Standby generation loss

• Several load sources

– Heaters

– Battery chargers

– Transfer switches

– Fuel management systems

• Opportunity may be to reduce 

or eliminate heating, batteries, 

and chargers

• Heaters (many operating hours) use more electricity than 

the generator will ever produce (few operating hours)

– Check with the emergency generator manufacturer on how to 

reduce the overall energy consumption of block heaters (hot 

water jacket(s) - HWJ), i.e. temperature control

• Right-sizing of stand-by generator

• Maintain N+1 redundancy
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Standby generator heater
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• Distributing higher voltage (AC or DC) is more 
efficient

• Power conversions hurt efficiency

• Highly efficient UPS systems, transformers, and 
power supplies in IT equipment should be 
specified

• Lighting energy use is small but an easy 
opportunity (efficiency and controls)

• Redundancy choices affect efficiency

• Standby generation losses can be minimized

• On-site generation can improve reliability and 
efficiency

• Consider alternative energy sources

Electrical system take aways
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Assessment Tools and 
Protocols
Bill Tschudi, PE
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Online profiling tool

OUTPUTS

• Overall efficiency 

(DCiE)

• End-use breakout

• Potential areas for 

energy efficiency 

improvement

• Overall energy use 

reduction potential

INPUTS

• Description

• Utility bill data

• System information

− IT

− Cooling

− Power

− On-site gen
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DOE tool suite: DC Pro

• Profiling Tool: profiling and tracking

– Establish DCIE baseline and efficiency potential 

(few hours effort)

– Document actions taken

– Track progress in DCiE over time

• Assessment tools: more in-depth site assessments

– Suite of tools to address major sub-systems

– Provides savings for efficiency actions

– ~2 week effort (including site visit)



Slide 142

DC Pro tools

High Level Profiling Tool

• Overall energy performance (baseline) of data center

• Performance of systems (infrastructure & IT) compared to benchmarks

• Prioritized list of energy efficiency actions and their savings, in terms of 

energy cost ($), source energy (Btu), and carbon emissions (Mtons)

• Points to more detailed system tools

IT Module

• Servers

• Storage & 

networking

• Software

Electrical 

Systems

• UPS

• PDU

• Transformers

• Lighting

• Standby gen.

Cooling

• Air handlers/

conditioners

• Chillers, 

pumps, fans

• Free cooling

On-Site Gen

• Renewables

• use of 

waste heat

Air 

Management

• hot cold 

separation

• environmental 

conditions
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Steps to saving energy:

Energy Profiling

Subsystem Assessment

Detailed Engineering Audit

Engineering Design

Savings Validation (M&V)

Retrofit/RCx Implementation 

Documentation

• Assessments conducted by owners and 

engineering firms using DOE tools

• Tools provide uniform metrics and 

approach

• Audits, design and implementation by 

engineering firms and contractors

• M&V by site personnel and eng firms

• DOE tools used to document results,

track performance improvements, and 

disseminate best practices
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Getting started with an assessment

Visit: 

http://hightech.lbl.gov/dc-assessment-tools.html

– Assessment process description

– Assessment worksheet

– Standard report template

– Master list of actions

– Link to DC Pro profiling tool

– Electrical systems tool (Beta spreadsheet version)
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DC Pro profiling tool demonstration

www.eere.energy.gov/datacenters
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Assessment worksheet

• List of metrics and 

features
– Priorities for metrics

– Data required

• Data collection 

template

• List of actions

D a ta  C e n te r A s s e s s m e n t In p u ts : F e a tu re s  a n d  M e tric s

D R A F T   1 -24 -0 8

N o te s :

1 . E ach  assessm en t a re a  has  tw o  types  o f inpu ts : fea tu re s  a nd  m e trics

2 . T h e  fea tu re s  ch eck lis t ca n  be  used  fo r s tag e  1  assessm e n t (p rio r to  s ite  v is it), and  to  p rio ritize  m e trics  fo r s tage  2  assessm en t

3 . In pu t fie ld s  a re  shad ed  in  b lu e  - d e fau lts  a re  p ro v ided  fo r p rio ritie s

4 . P rio rity  le ve ls  fo r m e trics : 1  - M u s t h a ve ; 2  - Im p o rta n t, sub jec t to  ease  o f da ta  co lle c tion ; 3  - co lle c t on ly  if eas ily  ava ilab le

M e trics U n it D a ta  R equ ired P rio rity V a lue

O ve ra ll E ne rg y  E ffe c tivene ss

(IT  e n e rgy  u se   / to ta l e ne rgy  u se )

- IT  E qu ipm en t E ne rgy  U se  

T o ta l D C  E ne rgy  U se  (S ite )

1

S ite  E n e rgy  U se  In ten s ity S ite  B T U /s f-y r T o ta l D C  E ne rgy  U se  (S ite )

D C  F loo r A rea

2

S ou rce  E ne rg y  U se  In te ns ity S o u rce  B T U /s f-y r T o ta l D C  E ne rgy  U se  (S ou rce )

D C  F loo r A rea

3

P u rch a sed  E ne rg y  C o s t In te n s ity E n e rgy  $ /s f-y r T o ta l D C  E ne rgy  C os t

D C  F loo r A rea

2

P eak  E le c trica l Lo a d  In tens ity P e a k  W /s f T o ta l D C  P eak  E lec  D em and

D C  F loo r A rea

2

M etrics U n it D a ta  R equ ired P rio rity V a lue

R a tio  M a x D e ns ity  to  A ve rage  H ea t D ens ity
N o ne

M ax H ea t D ens ity

A ve rage  H ea t D ens ity

2

A c tu a l D ew -P o in t T e m p e ra tu re F D a ta  C en te r D ew po in t T em pe ra tu re 1

C lim a te  D a ta F T M Y /T R Y /W Y E C  da ta 1

T e m pe ra tu re  an d  h u m id ity  se n so r ca lib ra tio n S lop e  a nd  o ffse t R e fe rence  senso r read ing 1

D o es  sys te m  ha ve  ca pab ility  o f ta k ing  s lop e  and  o ffse t fo r senso r reca lib ra tion?

H o w  m any C R A C /C R A H /A H U s a re  the re ?   Id e n tify  w h ich  o pe ra te  unde r no rm a l cond itions  and  w h ich  a re  

s ta nd b y.

F o r ea ch  C R A C /C R A H /A H U  co lle c t n am e p la te  d a ta  fo r un it, fo r each  m o to r and  subm itta l da ta  iden tify ing  

cap ac ity  and  de s ign  con d ition s .

R e com m e n ded  an d  a llo w a b le  in ta ke  te m pe ra tu res  a n d  h um id ity  (spec ify  ranges)?

W h a t is  th e  e s tim a ted  floo r leaka ge  in  pe rcen t o f to ta l sys te m  a irflow ?

Is  th e re  a  ce ilin g  re tu rn  p len um ?  If yes , w h a t is  th e  h e ig h t and  s ta tic  p ressu re?

Is  th e re  a  flo o r supp ly  p lenu m  (ra ise d  flo o r)?  If yes , w ha t is  the  he igh t and  s ta tic  p ressu re?

W h a t a re  the  te m p e ra tu re  se tp o in ts  (spe c ify  ran ge )?

W h e re  a re  tem pe ra tu re  a nd  hu m id ity  sen so rs  lo ca ted  (re tu rn , o the r)?

3 . A ir M an a g e m e n t, C R A C /C R A H /A H U

W h a t is  th e  c le a r ce ilin g  in  fe e t (s la b  to  s lab  m inus  ra ised  floo r m inus  d ropped  ce iling )?

W h e re  a re  cab le s  a n d  p ip e s  lo ca ted?

Is  th e re  a  w ritten  en e rgy  m an age m en t p la n ?

W h a t is  th e  cu rren t u sag e  fac to r?  (%  o f sp ace? )

W h a t is  th e  re du n da n cy  leve l fo r H V A C  sys tem s?   (N , N + x, 2N )

W h a t a re  the  hu m id ity  se tpo in ts  (sp e c ify  ra nge )?

2 . E n viro n m e n ta l C o n d itio n s

1 . O ve ra ll E n erg y M a n a g e m e n t

A re  the re  s ta ff w ith  e xp lic it e ne rg y  m an age m en t resp o n s ib ility?

W h a t is  th e  re du n da n cy  leve l fo r E lec trica l sys te m s?  (N , N + x, 2N )

H a s  a n  a ud it o r com m iss ion ing  be en  con du c ted  w ith in  th e  la s t 2  yea rs?

A re  u n it con tro ls  fig h tin g  e ach  o th e r (fo r e xa m p le , s im u ltan eous ly  hum id ify ing  and  dehum id ify ing )?

D o  C R A C /C R A H  u n its  ha ve  ce n tra lized  o r d is tr ibu te d  co n tro ls?  

A re  the re  hu m id ity  con tro ls  a n d  d oe s  the  d a ta  ce n te r n eed  h um id ity  con tro l?

A re  the re  p roced u res  and  p e rso n n e l/ca b le  g rou nd in g  eq u ipm en t to  p reven t E S D ?
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Example “DC Pro” recommendations

List of Actions (for Electric Distribution System)

• Avoid lightly loaded UPS systems

• Use high efficiency MV and LV transformers

• Reduce the number of trans-
formers upstream and down-
stream of the UPS

• Locate transformers outside
the data center

• Use 480 V instead of 208 V
static switches (STS)

• Specify high-efficiency
power supplies

• Eliminate redundant power
supplies

• Supply DC voltage to IT rack
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Data confidentiality

• All input data is treated as confidential

• Data in benchmarking charts are 

―anonymized‖ with random facility ID 

numbers 

• Data is saved to a secure database server 

and can not be accessed by the general 

public
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Contact information

DOE Data Center Program

Paul Scheihing

DOE Industrial Technologies Program

Office of Energy Efficiency and Renewable Energy

202-586-7234

Paul.Scheihing@ee.doe.gov

DC Pro Tool Suite

Paul Mathew

Lawrence Berkeley National Laboratory

510-486-5116

pamathew@lbl.gov
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Resources

Bill Tschudi, PE
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Links to get started
DOE Website: Sign up to stay up to date on new developments
www.eere.energy.gov/datacenters

Lawrence Berkeley National Laboratory (LBNL)
http://hightech.lbl.gov/datacenters/

LBNL Best Practices Guidelines (cooling, power, IT systems)
http://hightech.lbl.gov/datacenters-bpg/

ASHRAE Data Center technical guidebooks                
http://tc99.ashraetcs.org/

The Green Grid Association: White papers on metrics 
http://www.thegreengrid.org/gg_content/

Energy Star® Program
http://www.energystar.gov/index.cfm?c=prod_development.server_efficiency

Uptime Institute white papers
www.uptimeinstitute.org
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Design guidelines are available

• Design Guides were 

developed based upon 

observed best practices

• Guides are available 

through LBNL website

http://hightech.lbl.gov/documents/DATA_CENTERS/06_DataCenters-PGE.pdf 
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Web based training resource

http://hightech.lbl.gov/dctraining/TOP.html
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six books published—more 
in preparation

ASHRAE guidelines

ASHRAE, Thermal Guidelines for Data Processing Environments, 2004, Datacom 

Equipment Power Trends and Cooling Applications, 2005, Design Considerations for 

Datacom Equipment Centers, 2005, Liquid Cooling Guidelines for Datacom Equipment 

Centers, 2006,  © American Society of Heating, Refrigerating and Air-Conditioning 

Engineers, Inc., www.ashrae.org

Order from http://tc99.ashraetcs.org/
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ASHRAE resources

• ASHRAE (http:\\www.ashrae.org)

– Technical Committee (TC) 9.9 Mission Critical 
Facilities http://tc99.ashraetcs.org/

– Additional Guidelines in Development

• Contamination 

http://tc99.ashraetcs.org/
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IT power supply resources

•www.ssiforums.org

•www.80plus.org 
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Other resources
• Electrostatic Discharge Association 

(http://www.esda.org/) 

• Uptime Institute 
(http://www.upsite.com/TUIpages/tuihome.html)

• Green Grid (http://www.thegreengrid.org/home)

• Chilled Water Plant Resources

– PG&E CoolTools™ Chilled Water Plant Design Guide 
(http://taylor-
engineering.com/publications/design_guides.shtml)

– ASHRAE Journal article, ―Balancing Variable Flow 
Hydronic Systems‖ and other CHW articles on TE 
website at http://www.taylor-
engineering.com/publications/articles.shtml

http://www.esda.org/
http://www.upsite.com/TUIpages/tuihome.html
http://www.thegreengrid.org/home
http://taylor-engineering.com/publications/design_guides.shtml
http://taylor-engineering.com/publications/design_guides.shtml
http://taylor-engineering.com/publications/design_guides.shtml
http://www.taylor-engineering.com/publications/articles.shtml
http://www.taylor-engineering.com/publications/articles.shtml
http://www.taylor-engineering.com/publications/articles.shtml
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Contact information:

Bill Tschudi, P.E.
Lawrence Berkeley National Laboratory

Applications Team

MS 90-3011

Lawrence Berkeley National Laboratory

Berkeley, CA 94720

WFTschudi@LBL.gov

(510) 495-2417

http://hightech.LBL.gov

mailto:WFTschudi@LBL.gov
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Questions? - Discussion

Thank you for attending
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